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Reduced-order models (ROM) based on POD-Galerkin projection have shown success in many problems since the approach was introduced approximately two decades ago. Traditionally, the inner product used in computation is \( L^2 \) type to represent kinetic energy. In this paper, our work focuses on the comparison of \( L^2 \) inner product and the symmetry inner product introduced by Barone and co-authors (2008). The numerical simulation and analysis are based on a linear acoustic problem controlled by the linearized Euler equation, which, without viscosity, is more sensitive to instability than the Navier-Stokes equation. In our study, besides the stability advantage noticed by Barone’s group, much better accuracy and convergency are also shown in the ROM using symmetry inner product. In the test case, symmetry inner product allows to use only 8 modes for the model results to match the exact solution, while \( L^2 \) inner product requires 16 modes for similar convergency. The dynamic behavior described by phase portraits of mode coefficients also gives a cleaner picture when symmetry inner product is used.

Nomenclature

- \( U \) Instantaneous snapshots or state vector
- \( \phi \) POD basis
- \( x \) Space coordinate
- \( N \) Governing equation operator
- \( \mathcal{L} \) Linear part of governing equation operator
- \( \mathcal{N}_2 \) Quadratic nonlinear part of governing equation operator
- \( \mathcal{N}_3 \) Cubic nonlinear part of governing equation operator
- \( H \) Symmetrized matrix
- \( L \) Linear ROM coefficient matrix
- \( a_j \) temporal coefficients
- \( A \) Coefficient matrix for linearized Euler equation

I. Introduction

High-fidelity numerical simulations of complex systems are often expensive despite the breathtaking advances in computers in recent years. For many applications, reduced-order model (ROM) becomes attractive for its fast computation with reasonable accuracy. The development and application of ROM have been seen in many different research areas with different approaches [1–13].

Model order reduction, as a way to construct ROMs, is to reduce the complexity of a system from its original number of degree of freedom (e.g. large number of mesh points in direct numerical simulation) to a much lower order (e.g. a couple of base functions/modes). POD-Galerkin projection, since its introduction
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to fluid mechanics \cite{14,15}, has become one of the most popular approaches for model order reduction. Proper orthogonal decomposition (POD) provides orthogonal bases which represent the given ensemble of data in a well-defined least-square optimum. Galerkin projection is then used to project the original system to a subspace with limited number of these optimal bases to construct a low-order approximate system. Usually, the same inner product, which defines a Hilbert space, is used in both POD and Galerkin projection processes, though there have been exceptions \cite{10}. An $L^2$ norm representing kinetic energy provides a common choice for inner product. However, it is not always the best choice \cite{9,16}. Since symmetrization has shown the advantage to make incompletely parabolic equations well-posed and provide stable solutions \cite{17}, it is promising to apply the same principle on model order reduction to improve ROMs. Barone et. al \cite{18} adopted the idea of symmetrization along with boundary treatments to construct a symmetry ROM system which shows better stability in comparison to a ROM using traditional $L^2$ type of inner product. In the current work, we applied the symmetrization on the same linearized Euler equation, but extended the study further to understand its effect not only on stability but also on convergency (with the number of modes) and accuracy.

The remainder of this paper is organized as follows. In section II, basics of POD and Galerkin projection are briefly reviewed. In section III, there is detailed derivation of ROMs for the linearized Euler equations. Both $L^2$ and symmetry inner product are used in derivation. The results from ROMs derived with different inner products are shown in section IV, where analyses on stability, convergency, and accuracy are also taken. Finally, the conclusion is in section V.

II. Basics on POD and Galerkin Projection

II.A. POD

An inner product space is a vector space which associates each pair of vectors in the space with a scalar known as the inner product. These spaces provide the means of defining the orthogonality between vectors with zero inner product. An inner product generates a norm, thus its space is a normed vector space.

Consider an ensemble of instantaneous snapshots \( \{ U^k(x) \mid k = 1, \ldots, m \} \) of real vector solution fields on the domain \( x \in \Omega \). The field can be a set of analytical, experimental, or numerical simulation data. The \( U \)'s are assumed to belong to a Hilbert space \( H(\Omega) \) with associated inner product \( \langle V, W \rangle \), where \( V \) and \( W \) are the arbitrary vectors. The goal is to find the optimal and orthogonal linear bases to describe the data by its linear combination

\[
U(x, t) = \sum_{j=0}^{n} a_j(t) \phi_j(x),
\]

(1)

with \( \phi_j \)'s being the bases. The optimality here can be defined by the minimization of the average error between the original snapshot data and the reconstruction from the subspace with limited number of bases. POD modes are defined by the fact that the averaged projection of the ensemble \( U^k \) onto \( \phi \) should be a maximum. This optimization problem leads to an eigenvalue problem as follows

\[
R \phi = \lambda \phi,
\]

(2)

where \( R \) is the spatial autocorrelation tensor for the flow field. The method of snapshots \cite{19} allows the correlation to be changed to between snapshots in time sequence and usually brings down the computational cost to compute POD from numerical simulation data.

II.B. Galerkin Projection

In the process of Gelerkin projection, the above linear combination with POD bases in (1) is substituted into the original governing equation denoted by an arbitrary linear or nonlinear operator \( \mathcal{N} \), and the equation is then projected on the subspace spanned by the same bases,

\[
\langle \mathcal{N}[U(x, t)], \phi_i \rangle = 0.
\]

(3)

The operator \( \mathcal{N} \) in a generic nonlinear equation can be assumed a form,

\[
\mathcal{N}[U(x, t)] = \frac{\partial U}{\partial t} - \mathcal{L} U - \mathcal{N}_2(U, U) - \mathcal{N}_3(U, U, U) = 0,
\]

(4)
where $L$ is the linear operator, $N_2$ and $N_3$ are the quadratic and cubic nonlinear operators respectively. The projection of (4) leads to

$$\left< \frac{\partial U}{\partial t}, \phi_i \right> = \langle L U, \phi_i \rangle + \langle N_2 (U, U), \phi_i \rangle + \langle N_3 (U, U, U), \phi_i \rangle = 0. \quad (5)$$

Expanding $U$ by its POD modes in (5), with the simplification by orthogonality, the original PDE becomes an ODE of mode coefficients:

$$\dot{a}_i = \sum_{j=0}^{N} a_j \langle \phi_i, L(\phi_j) \rangle + \sum_{j=0}^{N} \sum_{k=0}^{N} a_j a_k \langle N_2 (\phi_j, \phi_k), \phi_i \rangle + \sum_{j=0}^{N} \sum_{k=0}^{N} \sum_{l=0}^{N} a_j a_k a_l \langle N_3 (\phi_j, \phi_k, \phi_l), \phi_i \rangle. \quad (6)$$

The truncation of number of modes in $N$ leads to a model with lower order at $N$, when $N$ is much smaller than the original degree of freedom (e.g. number of mesh points).

### III. Reduced Order Model for Linearized Euler Equations

In this work, we considered the same one-dimensional linearized Euler equation as it was used by Barone et. al [18]:

$$\frac{\partial U}{\partial t} + A \frac{\partial U}{\partial x} = 0, \quad (7)$$

where $U$ is the time-varying state vector,

$$U = \begin{bmatrix} u \\ \xi \\ p \end{bmatrix}, \quad (8)$$

which fluctuates around a steady uniform mean flow $\bar{U} = [ \bar{u} \quad \bar{\xi} \quad \bar{p}]^T$, and

$$A = \begin{bmatrix} \bar{u} & 0 & \bar{\xi} \\ -\bar{\xi} & \bar{u} & 0 \\ \gamma \bar{p} & 0 & \bar{u} \end{bmatrix}, \quad (9)$$

with $u$, $\xi$, and $p$ being the flow velocity, specific volume, and pressure, $\bar{u}$, $\bar{\xi}$, and $\bar{p}$ being the mean values, and $\gamma$ the heat capacity ratio.

A one-dimensional acoustic pulse defined below as the initial condition,

$$u = \exp(-(x-x_0)^2), \quad p = \bar{p}c u, \quad \frac{p}{\rho} = -\left(\frac{p}{\bar{p}}\right)^{\frac{\gamma}{\gamma - 1}}. \quad (10)$$

Instead of using numerical solution [18], we resort to get an analytical solution and develop the ROM from snapshots of the analytical solutions. The exact solution used here avoids possible numerical perturbation and further assure the accuracy of stability analysis, which was suggested to be subtle in the same work by Barone et. al [18]. The exact solutions are

$$u(x, t) = \exp\left[-(x-x_0 - (\bar{u} + \bar{c} t))^2\right], \quad (11)$$

$$p(x, t) = \bar{p}c \exp\left[-(x-x_0 - (\bar{u} + \bar{c} t))^2\right], \quad (12)$$

$$\xi(x, t) \quad = \quad \frac{\bar{\xi}}{c} \{\exp\left[-(x-x_0 - \bar{u} t)^2\right] - \exp\left[-(x-x_0 - (\bar{u} + \bar{c} t)^2\right]\}
+ \frac{\bar{\xi}}{c} \left[\frac{2}{c} \exp\left(- (x-x_0 - \bar{u} t)^2\right)\right]^\frac{1}{\gamma} \cdot \left[1 + \frac{2}{c} \exp\left(- (x-x_0 - \bar{u} t)^2\right)\right]^\frac{1}{\gamma - 1}. \quad (13)$$
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where $\bar{c}$ is the mean speed of sound.

These solutions cannot be readily separated into temporal and spatial basis functions. Therefore, we first computed the solution at different time moments (e.g. snapshots) from the exact solution, then used the method of snapshots to compute the POD modes, last constructed the Galerkin system with the POD modes \cite{20}. Note that different boundary conditions can be applied for a domain at $0 \leq x \leq L_x$. The solution was performed over a non-dimensional total time $T_{tot}$ with a uniform time interval $dt$. Let an ensemble of $M$ snapshots be given at the discrete times $t_m$,

$$U^{(m)}(x) = U(x, t_m). \quad (14)$$

The discrete form of the correlation function is a matrix $C$, which in index notation reads

$$C_{mn} := \frac{1}{M} \langle U(x, t_m), U(x, t_n) \rangle _\Omega , \quad (15)$$

where $m, n = 1, \cdots, M$. The following eigen problem needs to be solved

$$Ca^i = \lambda _i a^i. \quad (16)$$

Then the eigenvectors of the correlation matrix are the temporal coefficients $a^i = (a^i_1, \cdots, a^i_M)$. The symmetry of $C$ indicates non-negative eigenvalues and the orthogonality of the eigenvectors. Based on the orthogonality, the POD modes are computed by

$$U_i = \frac{1}{M \lambda_i} \sum_{m=1}^M a^i_m U^{(m)}. \quad (17)$$

The second step for constructing the reduced order model is to project the governing PDE onto the POD bases. The linear PDE reads

$$\frac{\partial U}{\partial t} = L U, \quad (18)$$

where $L$ is the linear operator, $(-A \cdot \nabla)$, in aforementioned linearized Euler equation \cite{7}. The Galerkin projection of (18) onto each POD mode $\phi_i$ is

$$\langle \frac{\partial U}{\partial t}, \phi_i \rangle = \langle L U, \phi_i \rangle. \quad (19)$$

Substituting the POD decomposition of $U$ into (19), and applying the algebraic rules of inner products along with orthogonality of the POD basis yields an ODE,

$$\dot{a}_i = \sum_j a_j \langle \phi_i, L(\phi_j) \rangle , \quad (20)$$

which is the reduced order model of (18). This time-dependent system of ODE’s has the order of the number of retained POD modes $M$, with $i = 1, \cdots, M$. The inner products in (20) are functionals of the POD modes $\phi(x)$, which are time-independent. These inner products make the ROM coefficient matrix and may be precomputed before the integration of the ROM.

To calculate the inner product, $l_{ij} = \langle \phi_i, L(\phi_j) \rangle$ in (20), one needs to specify the definition of inner product. Different inner product, $L^2$ or symmetry inner products, leads to different derivations and equations from this point:

- **$L^2$ inner product**

  For two arbitrary vectors, $U^{(1)}$ and $U^{(2)}$, the $L^2$ inner product is defined for the current variables as

  $$\langle U^{(1)}, U^{(2)} \rangle _{L^2} = \int _\Omega [u^{(1)} u^{(2)} + \xi^{(1)} \xi^{(2)} + p^{(1)} p^{(2)}] d\Omega. \quad (21)$$

  For this inner product, and with a modal basis $U_M = \sum_{i=1}^M a_i(t) \phi_i(x)$ with

  $$\phi_i = \begin{bmatrix} \phi_i^{(1)} \\ \phi_i^{(2)} \\ \phi_i^{(3)} \end{bmatrix} , \quad (22)$$

  \[4 \text{ of } \text{11}\]
the ROM coefficient matrix, $L$, is defined by its entries $l_{ij}$,

$$
l_{ij} = -\int_{\Omega} \left[ \tilde{u}\phi_i^{(1)} \frac{\partial \phi_j^{(1)}}{\partial x} + \xi_1 \phi_i^{(1)} \frac{\partial \phi_j^{(3)}}{\partial x} - \xi_2 \phi_i^{(2)} \frac{\partial \phi_j^{(1)}}{\partial x} + \tilde{u}\phi_i^{(2)} \frac{\partial \phi_j^{(2)}}{\partial x} + \gamma \tilde{p}\phi_i^{(3)} \frac{\partial \phi_j^{(1)}}{\partial x} + \tilde{u}\phi_i^{(3)} \frac{\partial \phi_j^{(3)}}{\partial x} \right] d\Omega. \quad (23)$$

• **Symmetry inner product**

Following the derivation of Gustafsson [17] for symmetrization of the linearized Euler equations, the definition of symmetry inner product for two arbitrary vectors, $U^{(1)}$ and $U^{(2)}$, is

$$
\left\langle U^{(1)}, U^{(2)} \right\rangle_H = \int_{\Omega} \left[ \tilde{\rho} \left( u^{(1)} u^{(2)} \right) + \alpha^2 \gamma \tilde{p} \xi^{(1)} \xi^{(2)} + \frac{1}{\gamma \tilde{p}} \left( \xi^{(1)} p^{(2)} + \xi^{(2)} p^{(1)} \right) \right] d\Omega. \quad (24)
$$

The symmetrizing matrix $H$ is used to define the symmetry inner product:

$$
H = \begin{bmatrix}
\tilde{\rho} & 0 & 0 \\
0 & \alpha^2 \gamma \tilde{p} \xi^2 & 0 \\
0 & 0 & \gamma \tilde{p} \alpha^2 / \gamma \tilde{p}^2
\end{bmatrix}, \quad (25)
$$

where $\alpha^2$ is an arbitrary real nonzero parameter. The ROM coefficient matrix, $L$, is accordingly defined by

$$
l_{ij} = -\int_{\Omega} \left[ \tilde{u}\phi_i^{(1)} \frac{\partial \phi_j^{(1)}}{\partial x} + \phi_i^{(1)} \frac{\partial \phi_j^{(3)}}{\partial x} + \phi_i^{(3)} \frac{\partial \phi_j^{(1)}}{\partial x} + \alpha^2 \gamma \tilde{p} \xi \phi_i^{(2)} \frac{\partial \phi_j^{(2)}}{\partial x} + \alpha^2 \gamma \tilde{p} \xi \phi_i^{(3)} \frac{\partial \phi_j^{(3)}}{\partial x} + \frac{1}{\gamma \tilde{p}} \tilde{u} \phi_i^{(3)} \frac{\partial \phi_j^{(3)}}{\partial x} \right] d\Omega. \quad (26)
$$

The eigenvalues of these matrices can predict the stability of the ROM system. For the symmetry inner product case, and with applying the integral-by-parts rule, [20] becomes

$$
\begin{align*}
l_{ij} &= \int_{\Omega} \left[ \tilde{\rho} \phi_i^{(1)} \frac{\partial \phi_j^{(1)}}{\partial x} + \phi_i^{(1)} \frac{\partial \phi_j^{(3)}}{\partial x} + \phi_j^{(3)} \frac{\partial \phi_i^{(1)}}{\partial x} + \alpha^2 \gamma \tilde{p} \phi_i^{(2)} \frac{\partial \phi_j^{(2)}}{\partial x} + \alpha^2 \gamma \tilde{p} \phi_i^{(3)} \frac{\partial \phi_j^{(3)}}{\partial x} \right] d\Omega \\
&\quad + \left[ -\tilde{\rho} \phi_i^{(1)} \phi_j^{(1)} - \phi_i^{(1)} \phi_j^{(3)} - \phi_j^{(3)} \phi_i^{(1)} - \alpha^2 \gamma \tilde{p} \phi_i^{(2)} \phi_j^{(2)} \right] L_{Xj} - \alpha^2 \gamma \tilde{p} \phi_i^{(3)} \phi_j^{(3)} \right] \bigg|_0^{L_{Xj}}.
\end{align*}
\quad (27)
$$

leading to:

$$
l_{ij} = -l_{ji} + b_{ij}. \quad (28)
$$

So, the matrix $L$ can be written in matrix form

$$
L = \begin{bmatrix}
0 & l_{12} & l_{13} & \cdots & l_{1M} \\
-\tilde{l}_{12} & 0 & l_{23} & \cdots & l_{2M} \\
-\tilde{l}_{13} & -\tilde{l}_{23} & 0 & \cdots & l_{3M} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-\tilde{l}_{1M} & -\tilde{l}_{2M} & -\tilde{l}_{3M} & \cdots & 0
\end{bmatrix} + \begin{bmatrix}
\frac{1}{2} b_{11} & 0 & 0 & \cdots & 0 \\
0 & \frac{1}{2} b_{22} & 0 & \cdots & 0 \\
\frac{1}{2} b_{31} & \frac{1}{2} b_{32} & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \frac{1}{2} b_{MM} & \frac{1}{2} b_{M3} & \cdots & 0
\end{bmatrix}. \quad (29)
$$
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The first part in (30) is a skew-symmetric matrix, which always has eigenvalues being pure imaginary numbers (i.e. zero in its real part). The second matrix is a lower triangular matrix, which has eigenvalues on its diagonal entries: $\frac{1}{2}b_{11}, \frac{1}{2}b_{22}, \frac{1}{2}b_{33}, \ldots, \frac{1}{2}b_{MM}$. If they are all non-positive real numbers, the ordinary differential equations for the reduced order model is stable ($b_{jj} \leq 0$). In general, 

\[
2b_{jj} = \left[ -\bar{\rho} \bar{u} \left( \phi_j^{(1)} \right)^2 - 2\phi_j^{(1)}\phi_j^{(3)} - \alpha^2 \bar{\rho} \bar{u} \gamma \bar{p} \left( \phi_j^{(2)} \right)^2 - 2\alpha^2 \bar{\rho} \bar{u} \left( \phi_j^{(2)} \phi_j^{(3)} \right) \right. \\
- \left. \frac{1}{\gamma \bar{p}} \bar{u} \left( \phi_j^{(3)} \right)^2 \right]_{(at \ L_x)} + \left[ \bar{\rho} \bar{u} \left( \phi_j^{(1)} \right)^2 + 2\phi_j^{(1)}\phi_j^{(3)} + \alpha^2 \bar{\rho} \bar{u} \gamma \bar{p} \left( \phi_j^{(2)} \right)^2 \right. \\
+ \left. 2\alpha^2 \bar{\rho} \bar{u} \phi_j^{(2)}\phi_j^{(3)} \right]_{(at \ 0)} .
\]

(30)

The above derivation suggests that the stability of ROM using symmetry inner product is general stable but the stability can be altered by different boundary conditions.

IV. Numerical Results and Analysis

Two similar cases are considered here. In the first case, we had $M = 0.5$, $L_x = 20$, and $T_{tot} = 12$ and used 120 snapshots equally spaced in time for POD-Galerkin projection process. In the second case, with other parameters being the same, we ran for a longer time $T_{tot} = 20$, which represents exactly one period (when periodic condition is applied), and 200 snapshots are used. Two types of boundary conditions, periodic and non-reflective, are considered for both cases. More important, we applied different inner products, $L^2$ and symmetry inner products, in the modeling process to compare the ROM performance in stability, convergency, and accuracy.

IV.A. Stability

For a linear problem, the stability of ROMs is determined by its coefficient matrix, of which all real parts of the eigenvalues need to be non-positive to be stable. ROMs with different number of modes (1 to 32) are examined for stability [18].

IV.A.1. $T_{tot} = 12$

When the total time $T_{tot} = 12$ is shorter than a period (to represent a more “transitional” case), figure 1 compared the stability of ROMs with different boundary conditions with different number of modes.

![Figure 1: Maximum real parts of eigenvalues using $L^2$ and Symmetry inner products with different boundary conditions(T=12).](image-url)
a) Periodic boundary condition

Figure 1a shows that the real part of eigenvalues are all zeros for symmetry case with periodic boundary conditions. Thus, it matches with the discussion of (31) which shows all zero real part for eigenvalues when $b_j$'s are zeros (i.e. periodic condition). On the other hand, for ROMs using $L^2$ inner products, the maximum real parts of the eigenvalues are positive and indicate instability.

b) Non-reflective boundary condition

There are some specific number of modes which $L^2$ inner product has positive maximum real parts of eigenvalues and ROMs with these number of modes are unstable (figure 1b). On the other hand, ROMs using the symmetry inner product are always stable for all the eigenvalues' real parts being negative.

IV.A.2. $T_{tot} = 20$

When the total time $T_{tot} = 20$ is exactly one period, figure 2 compared the stability of ROMs with different boundary conditions and different number of modes.

![Figure 2: Maximum real parts of eigenvalues using $L^2$ and Symmetry inner products with different boundary conditions (T=20).](image)

(a) Periodic boundary condition

(b) Non-reflective boundary condition

a) Periodic boundary condition

Non-dimensional time of $T_{tot} = 20$ represents exactly one period (when periodic conditions are applied), and the ROM coefficient matrix is skew-symmetric for both types of inner product. All the eigenvalues are zeros and both ROMs are stable for any number of modes (figure 2a). Because of the same stability behavior, we will focus on this case for later study of convergency and accuracy.

b) Non-reflective boundary condition

For this special case there is neither incoming nor outgoing wave for the left boundary ($x = 0$), it puts the second term in (31) zero for symmetry inner product case. For the right boundary ($x = L_x$), which determines the first term in (31), where most of the sub-terms have negative values which stabilize the system (figure 2b). For the $L^2$ inner product ROM, for similar reasons, the system is also stable for any number of modes.

IV.B. Convergency

Besides the stability, the convergency of ROMs with the number of modes is another critical feature to consider. In the convergency study, we only considered the cases with periodic condition and the data with one exact period (e.g. $T_{tot} = 20$).
In the comparison, we considered the “energy” captured by each model as an indication for its convergence. Since different definition of inner products also provide different definition of energy as shown in (21) and (24). We need to consider the energy separately by their own definition.

To analyze the quality of the ROMs using different types of inner products or in the other words different types of energy norms, the total energy captured with the ROMs compared with the POD and exact solution’s total energy. Figure 3a shows that for \( L^2 \) inner product the ROM captures less energy than the energy of the reconstruction of the same number of POD modes. On the other hand, figure 3b shows that the symmetry inner product model is more “energy efficient” and captures even more energy than the reconstruction of POD modes.

IV.C. Mode Coefficients Accuracy

The final comparison is the accuracy of mode coefficients computed by ROMs built from the same number of modes but different inner products, \( L^2 \) and symmetry, are used in the process.

In figures 4 and 5 we compared the temporal coefficients of modes, in forms of phase portrait, for the ROMs built with respectively 8 and 16 modes. In both figures, we use the phase portraits of \( a_1 \) versus \( a_2 \), and \( a_2 \) versus \( a_4 \) to show two different types of attractors. Here, we noticed that the ROM using symmetry inner product only needs 8 modes to match perfectly with the exact solution, while the model using traditional \( L^2 \) inner product needs 16 modes to match well with the exact solution. The phase portraits from symmetrical ROM also depict a cleaner picture of dynamics for attractors, which by itself is usually an indication of better representation of underline dynamics.

Figure 3: Energy calculation for different number of modes using different inner products.

(a) \( L^2 \) inner product

(b) Symmetry inner product

IV.C. Mode Coefficients Accuracy

The final comparison is the accuracy of mode coefficients computed by ROMs built from the same number of modes but different inner products, \( L^2 \) and symmetry, are used in the process.

In figures 4 and 5 we compared the temporal coefficients of modes, in forms of phase portrait, for the ROMs built with respectively 8 and 16 modes. In both figures, we use the phase portraits of \( a_1 \) versus \( a_2 \), and \( a_2 \) versus \( a_4 \) to show two different types of attractors. Here, we noticed that the ROM using symmetry inner product only needs 8 modes to match perfectly with the exact solution, while the model using traditional \( L^2 \) inner product needs 16 modes to match well with the exact solution. The phase portraits from symmetrical ROM also depict a cleaner picture of dynamics for attractors, which by itself is usually an indication of better representation of underline dynamics.
Figure 4: Phase portraits of mode coefficients computed by 8-mode ROMs using $L^2$ and Symmetry inner products.
Figure 5: Phase portraits of mode coefficients computed by 16-mode ROMs using $L^2$ and Symmetry inner products.

V. Conclusion and Discussion

We used two different definition of inner products, the traditional $L^2$ inner product and a specially designed symmetry inner product, to derived POD-Galerkin models for a linearized Euler equation. A simple derivation of coefficients matrix for the resulted ROM using symmetry inner product suggests a universally stable solution for periodic boundary conditions, thus is not the case for the ROM using $L^2$ inner product. Further analysis of general boundary conditions beside the periodic one suggests that the stability may stay in most of cases for a symmetrical ROM.

In our test case using an exact solution for a traveling wave, we noticed that the $L^2$ based ROM, not surprisingly, captures less energy than the theoretical upper bound, which is the energy in the reconstructed flow by the same number of POD modes; however, the symmetrical ROM can even capture more energy surpassing such theoretical upper bound.

Using the same test case, we also compared the accuracy of ROMs by a comparison of phase portraits of mode coefficients computed directly from these ROMs. A direct projection of exact solutions to the same POD mode provides an exact solution to compare to. In this study, we found that the ROM using symmetry inner product shows superior accuracy and the results can match perfectly with the exact solution for a 8-mode ROM. On the other hand, the ROM using $L^2$ inner product needs at least 16 modes to to reach
the same accuracy. It is interesting to notice that the attractors, represented by phase portraits, from the symmetrical ROM, depicts a more organized picture and therefore a cleaner representation of underline dynamics.
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